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Abstract
This narrative literature review addresses the evolution and use of artificial intelligence in health care, 
with a focus on advancements such as image interpretation in diagnostics and the use of robots in 
hospitals. Ethical issues are discussed, including data privacy and algorithmic bias, emphasizing ethical 
principles and regulations such as the Brazilian General Data Protection Law. The challenge of bias 
is illustrated, highlighting the need to eliminate discrimination in systems, and the complexity of 
responsibility and transparency in medicine is addressed, with a focus on the importance of understanding 
algorithms to avoid medical errors. The relevance of the debate on the positive potential of artificial 
intelligence is underscored, stressing the need to tackle ethical dilemmas to ensure the ethical and 
responsible use of technology in the future.
Keywords: Artificial intelligence. Ethics. Medicine.

Resumo
Inteligência artificial: desafios éticos e futuros
Esta revisão narrativa da literatura aborda a evolução e a aplicação da inteligência artificial na saúde, 
com ênfase em avanços como interpretação de imagens para diagnósticos e uso de robôs em hospitais. 
Questões éticas, incluindo privacidade de dados e viés algorítmico, são discutidas, enfatizando princí-
pios éticos e regulamentações, como a Lei Geral de Proteção de Dados, no Brasil. O desafio do viés é 
exemplificado, ressaltando a necessidade de eliminar discriminação nos sistemas, e aborda-se a com-
plexidade da responsabilidade e transparência na medicina, com foco na importância de compreender 
algoritmos para evitar erros médicos. Ressalta-se a relevância do debate acerca do potencial positivo 
da inteligência artificial, reforçando que é preciso enfrentar dilemas éticos para garantir o uso ético e 
responsável da tecnologia no futuro.
Palavras-chave: Inteligência artificial. Ética. Medicina.

Resumen
Inteligencia artificial: desafíos éticos y futuros
Esta revisión narrativa de la literatura aborda la evolución y la aplicación de la inteligencia artificial 
en la salud, con énfasis en avances como la interpretación de imágenes para diagnósticos y el uso de 
robots en hospitales. Se discuten cuestiones éticas, incluida la privacidad de los datos y el sesgo algorít-
mico, enfatizando los principios éticos y las regulaciones, como la Ley General de Protección de Datos, 
en Brasil. Se ejemplifica el desafío del sesgo, resaltando la necesidad de eliminar la discriminación 
en los sistemas, y se aborda la complejidad de la responsabilidad y la transparencia en la medicina, 
centrándose en la importancia de comprender los algoritmos para evitar errores médicos. Se destaca 
la relevancia del debate acerca del potencial positivo de la inteligencia artificial, reforzando que es 
necesario enfrentar dilemas éticos para asegurar el uso ético y responsable de la tecnología en el futuro.
Palabras clave: Inteligencia artificial. Ética. Medicina.
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Artificial intelligence (AI) has played an 
increasingly important role in recent years. 
Machines are no longer limited to performing 
physical tasks; they also execute intellectual 
functions that require what is considered 
intelligence. The concept dates back to the 
1950s, when the British mathematician Alan 
Turing proposed the famous Turing test in his 
paper “Computing Machinery and Intelligence 1.” 
Nonetheless, a decisive milestone was the 
Dartmouth College Conference held in the summer 
of 1956, which is widely recognized as the 
beginning of AI as a field of study 2.

At first, AI was mainly applied to solving real-
world problems by programming the knowledge of 
experts into computer programs. Such programs, 
known as expert systems or knowledge-based 
systems, were developed based on interviews 
with specialists in specific fields. However, there 
were limitations, such as subjectivity and a lack of 
cooperation from experts 3.

Today, the potential benefits of AI generate 
great excitement, with machines learning to drive 
autonomous cars and automated translators 
becoming increasingly accurate. Additionally, 
AI is present in everyday tasks such as reading 
emails, doing the laundry and recommending 
movies on streaming platforms 4.

In health care, AI has been used in various 
academic research projects with promising results. 
Algorithms are being developed to interpret X-ray 
imaging 5, mammograms 6, CT scans 7 and MRIs 8, 
and to identify diseases such as Alzheimer’s 9. 
In addition, AI is being used in pathology 10 
to identify cancerous lesions 11, interpret retinal 
imaging 12 and detect arrhythmias 13 and other 
medical conditions.

AI-equipped robots are also being used in 
hospitals and clinics, such as the robot created 
by iFlytek, which passed the national medical 
licensing exam in China 14. Another example is the 
Brazilian software Laura, which uses AI to identify 
the risk of hospital infections 15. These applications 
have shown the potential of AI in health care.

The swift development of data processing 
and storage technologies has driven the growth 
of AI. And, as problems become more complex and 
the volume of data increases, there is a need to 
develop advanced and customized computational 

tools based on machine learning that rely less 
and less on human intervention. However, 
such development raises concern about whether 
AI will be beneficial and fair, especially regarding 
ethics and the impact on society, considering 
legal and liability issues.

The goal of this paper is to undertake a 
narrative literature review with an exploratory 
approach by analyzing articles with information 
about the use of AI in healthcare services and its 
ethical implications.

Ethical aspects

According to one traditional branch of 
philosophy, ethics is exclusive to humans, 
and things in themselves are not necessarily 
good or bad. “Technology is amoral,” stated Bill 
Gates in an interview. He added: “It is up to us 
to think deeply about new technologies and how 
they should or should not be used,” as quoted 
by Garattoni 16. However, the challenges posed 
by AI have reignited the debate about human 
exclusivity in ethics.

From the outset, the interaction between 
humans and machines has sparked controversy. 
In 1950, the American writer and biochemist 
Isaac Asimov addressed the complexity of this 
issue in his work I, Robot 17 and created a classic 
by formulating the three laws of robotics: 
1) a robot may not injure a human being or, 
through inaction, allow a human being to come 
to harm; 2) a robot must obey the orders given 
it by human beings except where such orders 
would conflict with the first law; and 3) a robot 
must protect its own existence as long as such 
protection does not conflict with the first or 
second law. Later, he added a fourth law, known 
as the Zero Law 17, which states that a robot may 
not harm humanity or, through inaction, allow 
humanity to come to harm.

Recently, five ethical principles have gained 
prominence in major AI regulatory initiatives 
and discussions: beneficence, non-maleficence, 
autonomy, justice and explainability 18. These 
ethical principles, defined as values or general 
guidance for human behavior, serve as a basis 
for evaluating moral action and provide a general 
framework for decision-making in ethical matters.
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Problems related to algorithm ethics

Data privacy
With the advancement of technology, people 

are increasingly connected and producing a 
growing amount of data generated from various 
sources, such as cell phones, cars, credit card 
transactions, content choices on streaming services 
and internet of things devices. This information 
is stored by various companies, which create 
databases with user information.

Due to human limitations, it is practically 
impossible to undertake a comprehensive 
analysis of these data, as it would take an 
enormous amount of time to fully evaluate them 
and formulate structured conclusions. However, 
with the rise of AI and the increase in processing 
capacity, these data can be analyzed in different 
ways in a short period of time.

Moreover, a growing concern today regards 
what is done with information stored in large 
databases. Large companies such as Meta 
(formerly Facebook) have faced legal action for 
sharing data without proper consent.

In the data breach scandal involving 50 million 
Facebook users, whose information was collected 
by the company Cambridge Analytica through 
algorithms, confidential data about their behavior 
on the social networking site were used to guide 
election campaign strategies. This case is a 
striking example of the ongoing discussion about 
surveillance, privacy and algorithms 19.

People are daily flooded with ads right after 
browsing online, whether to purchase something 
or out of mere curiosity. Thanks to advanced 
processing capabilities, data related to health, 
diet, exercising and even sites frequented by 
people using smartphones and other devices may 
reveal previously unknown trends and health 
information. However, different companies may 
have access to such information, and often people 
are unaware of how and by whom it will be used.

Due to growing concerns about data security, 
bodies such as the World Health Organization 
(WHO) brought out a global report in 2021 
containing six key principles to ensure that AI 
works in the public interest in all countries 20. 
Additionally, the Organization for Economic 
Cooperation and Development (OECD) produced 

a set of intergovernmental recommendations 
to guide states in regulating AI, maintaining its 
innovation, reliability, safety and respect for 
human rights and democratic values.

Thirty-eight member countries have endorsed 
the OECD Council Recommendations on AI, 
a document that establishes principles to be 
followed internally 21. Several other countries are 
also designing their own legislation to ensure 
greater security and transparency in the use of 
private information by companies.

In the European Union, for example, 
the European Parliament enacted a resolution 
on February 16, 2017, with recommendations on 
civil law rules related to robotics. The resolution 
aims to organize rules among member states to 
ensure safety in AI development, as well as the 
protection of fundamental rights of individuals 
and companies, without inhibiting investment, 
innovation and use 22.

In Brazil, Law 13709/2018, known as the 
General Data Protection Law (LGPD), was 
created with the aim of protecting fundamental 
rights to freedom and, more specifically, 
privacy. Additionally, the Senate established the 
Committee of Jurists Responsible for Supporting 
the Drafting of a Substitute Bill on Artificial 
Intelligence in Brazil (CJSUBIA), which is working 
on the development of Brazilian legislation 
related to AI use.

There are also several bills (PL) in progress to 
regulate AI, namely: PL 5051/2019 24, PL 21/2020 25, 
PL 872/2021 26 and PL 759/2023 27. The importance 
of this issue is made clear by the number of bills 
in progress, which emphasizes the need for legal 
regulation in this emergent field.

Bias in artificial intelligence
The growing use of AI raises significant 

concerns about bias, whether existing or 
amplified by systems that use this technology. 
Understanding this phenomenon requires 
analyzing how machines learn, which may 
involve a predefined step-by-step procedure 
known as an algorithm, similar to studying with 
books or guidance from teachers.

In addition, there is the machine learning 
approach, which does not directly teach but 
provides instructions on how to learn based on 
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examples and data, with greater autonomy in 
the learning process. Data play a key role in this 
context, and the more reliable data available for 
training, the better the resulting model.

However, algorithms are not free from values 
and assumptions, as operational parameters are 
set by developers and configured by users who 
seek specific outcomes, potentially prioritizing 
certain values and interests over others. 
Even within the set parameters, ethically acceptable  
behavior is not automatically guaranteed 28,29.

Among various well-known examples of bias 
is a beauty contest held in 2016 that used a jury 
composed of AI-generated robots, with thousands 
of people from various countries submitting their 
photos for evaluation 30. The result drew attention 
because, out of the 44 winners, only one had 
dark skin, sparking heated debate about how 
the system was capable of perpetuating biases, 
producing unintended and sometimes skewed and 
even racist results.

The analysis revealed that the system’s training 
database consisted of images of Hollywood actors 
and actresses, who were predominantly white. 
The developers had not intended to favor any 
ethnic group, but had neglected to check the 
training data for bias 31.

A relevant example of bias related to health 
care occurred with a program used by a large 
American health insurance company. The goal 
was to identify patients who needed additional 
care, enabling a multidisciplinary team to monitor 
them preventively to avoid expensive treatments, 
such as intensive care unit (ICU) hospitalizations. 
The system was based on how often patients 
sought medical care and the costs of appointments 
and hospitalizations. To avoid racial bias, the data 
did not include information about their race 32.

However, the analysis revealed that most 
patients identified as needing additional care were 
white. Further investigation revealed that due to 
financial constraints, Black patients used health 
insurance less frequently, resulting in fewer data 
points available for the system to identify patterns 
of severity in their care. This highlights how bias 
and prejudice can be hidden in the data and hard 
to be detected 32.

Other examples of AI bias include job 
advertisements for highly paid positions, which  

are less likely to be shown to women 33, searches 
for distinctly Black-sounding names, which are 
more likely to trigger ads related to arrest records 34, 
and image searches for positions like CEO, which 
produce fewer images of women 35. Additionally, 
facial recognition systems, widely used in law 
enforcement, perform worse in recognizing the 
faces of women of any color and Black individuals 36.

Eliminating bias and ensuring fairness in 
AI-based systems has become an increasingly 
significant challenge. It is essential to acknowledge 
that the data are not neutral, as they reflect 
human decisions that may be biased. Therefore, 
training databases should be reliable and free 
from bias. Companies like Google and IBM are 
working to develop technical methods that 
enable the evaluation and mitigation of bias in 
their datasets. In addition, regulatory bodies and 
governments are developing specific policies and 
regulations to address bias in AI, acknowledging 
the need for transparency and accountability in 
this constantly evolving field 37,38.

Accountability and transparency in 
artificial intelligence

Current technological advancements are 
playing a key role in medicine, with the increasing 
use of AI-based smart equipment. Such innovations 
are essential in diagnostic medicine, where the 
interpretation of results, traditionally performed by 
physicians, is now supported by highly specialized 
and automated algorithms.

As provided in the Code of Medical Ethics (CEM),  
physicians are obliged to use all available 
scientifically recognized means of health 
promotion, prevention, diagnosis and treatment 
of diseases at their disposal, in favor of patients 39.  
This highlights that neglecting to use available 
resources constitutes a clear violation of 
the CEM. However, the lack of transparency 
and complexity of the algorithms can make it 
difficult for healthcare providers to understand 
the system’s conclusions.

As a result, physicians may hesitate to use AI 
systems they do not fully understand, hindering 
their effective integration into clinical practice. 
Moreover, poor understanding may increase 
the risk of errors when professionals are unable 
to identify incorrect decisions, complicating the 
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attribution of responsibility in cases of medical 
errors and creating legal and ethical challenges.

According to Law 3,268/1957 40, which regulates 
medical councils, and Law 12,842/2013 41, which 
reaffirms the former and is known as the Medical 
Act Law, diagnosing diseases is the exclusive 
prerogative of properly qualified physicians 
registered with the Regional Councils of Medicine 
(CRM). Therefore, physicians cannot shirk 
responsibility for diagnosing diseases, as this is a 
fundamental part of their profession.

Given the complexity of AI systems, making 
physicians accountable may result in an unfair 
distribution of responsibilities. This is due to the 
complex reality surrounding medical accountability 
in relation to traditionally used parameters 42,43.

Legal experts argue that the analysis should 
consider whether the damage caused by the AI 
system resulted from negligence, lack of skill or 
misconduct on the part of users and that physicians 
should not be held accountable for damages 
caused by autonomous agents. This is because 
smart systems have autonomy and access to data, 
enabling them to make independent decisions.

Such complexity in identifying and assigning 
responsibility for damages resulting from 
algorithmic activities is a multifaceted challenge. 
Detecting the damage, determining its cause and, 
most importantly, identifying who should be held 
accountable for such damages are complex tasks.

Various human actors are involved, including 
programmers, manufacturers, designers and users, 
and the ethical issue of responsibility is closely 
linked to the theme of transparency. Only non-
opaque algorithms make it possible to identify 
the individuals responsible for the process and 
potential errors. In this context, a continuous effort 
is essential to ensure that AI systems in medicine 
are transparent, understandable and subject to 
regulations that consider the ethical and legal 

challenges arising from technological evolution, 
so that they can continue to play an increasingly 
significant role.

Final considerations

The advancement of AI has transformed the 
world, enabling machines to perform complex 
and rational tasks that were once considered the 
exclusive domain of humans. Although the roots 
of AI can be traced back to the 1950s and 1960s, 
its impact has become especially significant in 
recent decades as technological advancements 
have led to the development of increasingly 
sophisticated systems.

Today, this technology pervades everyday life, 
influencing industries from auto manufacturing 
to precision medical diagnostics. Hospitals and 
clinics can now exploit autonomous systems to 
enhance patient health and well-being.

However, this rapid growth does not come 
without challenges. The increasing complexity 
of the problems and the colossal amount of 
generated data require greater autonomy of 
computational tools. In this context, machine 
learning plays a central role, enabling systems 
to acquire knowledge and make decisions with 
minimal human intervention.

While AI promises significant benefits, it also 
raises ethical concerns, such as privacy, algorithmic 
bias and accountability. As AI continues to 
advance, society must engage in thoughtful 
discussions and design sensible regulations to 
ensure its ethical and fair use. The benefits are 
undeniable, but the full potential of AI will only 
be realized if those involved are prepared to face 
the challenges and adopt responsible approaches.
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